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Formation of Hierarchical and Parallel Circuits in the Brain and AI 

 

We elucidated the mechanism by which the connections connecting the many areas in the cerebral cortex are 

precisely formed during development (Murakami et al., 2022, Nature). The human cerebral cortex contains as many as 

180 areas, and precise connections exist between them, forming hierarchical and parallel circuits. Hierarchical and 

parallel information processing by precise neural circuits connecting these areas is the basis for the complex and 

versatile intelligence of our brain. 

Past studies of neural circuit development have investigated in detail how neural circuits form from the periphery to 

the entrance of the cortex (in the case of vision, from the retina to the primary visual cortex) and have revealed the 

mechanisms underlying their formation, but the mechanisms underlying the formation of the connections between 

cortical areas. However, the mechanism by which the connections between cortical areas are formed has remained 

largely unknown. As mentioned above, the human cerebral cortex contains as many as 180 areas, and the connections 

between these areas are thought to be made in thousands of pathways. In order to perform the complex information 

processing that is required for human intelligence, these myriad connections must be precisely wired in the three-

dimensional brain, but the mechanism by which this is accomplished has not been understood. 

In this study, we used the mouse visual system to elucidate the mechanism by which connections are formed 

between numerous visually related areas of the cerebral cortex. The mouse visual system contains a primary visual 

cortex and more than nine higher-order visual areas, and there are dozens of possible cortico-cortical connections 

between these areas. In this study, we found that the pathways connecting the retina to the primary visual cortex and 

many higher-order visual areas are formed first, before these cortico-cortical connections are formed. Furthermore, it 

was shown that retina- derived spontaneous activity propagating along these pathways conveys retinal location 

information to the primary and higher visual areas, which serves as an instruction signal to form precise connections 

between the primary visual cortex and the corresponding locations in many higher visual areas. 

Current artificial intelligence is evolving in the direction of deep learning with many layers. Although parallel and 

distributed processing has been partially incorporated through the use of multiple channels, it is not designed to 

explicitly parallel processing of widely different features, such as shape and motion, or faces and buildings. In addition 

to hierarchical processing, parallel distributed processing is one of the major principles in the cerebral cortex, and it is 
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thought to be what allows our brains to acquire complex and general-purpose intelligence. The above results show that 

the circuits responsible for parallel and distributed processing are formed by using information propagated through 

previously unknown circuits connecting the retina and cortex as an instruction signal. This principle may be useful for 

the development of general-purpose artificial intelligence by incorporating not only hierarchical processing but also 

parallel and distributed processing. 

 

Variability in Brain Activity and Adversarial Examples in AI 

 

By incorporating properties of information processing in humans and other animals into AI, we developed a new 

method to overcome vulnerability to adversarial examples (Ukita & Ohki, 2023, Neural Network). Among the 

properties known in human and animal neurons, we focused on variability in neuronal activity. Variability refers to the 

property that neuronal activity is not always the same despite the same external conditions, such as sensory input. In 

visual information processing in animals, variability exists not only in the retina, which is located at the input of 

information processing, but also in the brain, which is located at the later stage of information processing. Variability or 

noise in the input part of information processing is considered important for training circuits that can respond to 

variations in information from the outside world. In fact, research has been conducted in deep neural networks to 

overcome vulnerability to adversarial attacks by adding variability in the input layer. However, the significance of 

introducing variability in the later hidden layers, as in the animal brain, was not clear. 

Therefore, we first devised a new method of adversarial attack. The adversarial examples generated by this method 

are not only misrecognized by the deep neural network, but also have the following two properties: first, in the input 

layer of the deep neural network, the distance between the adversarial examples and the original image is far; second, 

in the hidden layer of the deep neural network, the distance between the adversarial examples and the original image is 

close. In this study, adversarial examples were generated by this method using various image data sets. Variability was 

then introduced in the input or hidden layer of the deep neural network, respectively, to determine whether the 

adversarial examples were classified into the correct category or misclassified like the adversarial examples. The 

results showed that the percentage of adversarial examples classified into the correct category increased much more 

when variability was introduced into the hidden layer than when it was introduced into the input layer. In other words, 

introducing variability in the hidden layer rather than the input layer successfully reduced the vulnerability to 

adversarial attacks in this case. This study shows that introducing variability in the hidden layer, which is located in the 

later stages of information processing in deep neural networks, can reduce vulnerability to certain adversarial attacks. 

This method is expected to increase the possibility of creating AI that more closely resembles the behavior of humans 

and other animals. In the field of neuroscience, various hypotheses have also been formulated and tested regarding the 

significance of variability in the neurons of the brain. It is possible that variable neuronal activity in the brain reduces 

vulnerability to adversarial examples such as those generated in this study, making puzzling behavior less likely to 

occur. 

 



Color Processing in the Brain and AI 

 

We determined how color and shape information is represented in the primary visual cortex of primates (Chatterjee 

et al., Nature Commun., 2021). It was not known how color information is represented in the primary visual cortex, 

especially whether red/green information transmitted by the parvocellular pathway and blue/yellow information 

transmitted by the koniocellular pathway merge or are separated in the primary visual cortex. We showed for the first 

time that red/green and blue/yellow information merge in the blob (a module of about 300 microns in diameter 

specialized for color information) in the primary visual cortex, and that these two pathways do not merge completely 

but only partially to form a map of hue information including intermediate colors. Furthermore, it was clarified that the 

blob represents color information at low spatial frequencies (such as the surface of an object) and no shape information, 

while just outside the blob, color information and shape information are combined and represented, and further outside 

the blob, only shape information at high spatial frequencies is represented and no color information is represented. In 

the current deep learning, R, G, and B information is input as it is, but it may be possible to achieve primate-like object 

recognition if the information is converted into red/green (R-G), blue/yellow (B-(R+G)/2), and brightness (R+G) 

channels like primates' visual system. In addition, depending on the spatial frequency, some channels may not require 

shape or color information, which may also contribute to primate-like object recognition. 

 

Mathematical Modelling Analysis of the Brain 

 

First, using data on spontaneous activity measured from the mouse brain to implement a reservoir neural network with 

a dynamic and feedback connections was studied to reproduce dynamics of the brain's spontaneous activity on the 

neural network, and reservoir computing with the Hidden-FORCE method, a new learning method for recurrent 

networks was developed by improving the Full-FORCE method. Then, by applying this method, we successfully 

reproduced and predicted a part of the wide-area spontaneous activity data with a recurrent neural network through 

learning in a data-driven manner using the spontaneous activity data measured from the mouse brain. In parallel, the 

MD-RS method was developed, which uses the Mahalanobis distance of reservoir states for time series anomaly 

detection. The proposed method is capable of high-performance on-line time series anomaly detection with shorter 

training data and fewer computational resources than conventional methods. 

 

Next, we developed the formulation of a learning rule that extends the conventional scalar coupling coefficients to 

response kernels, and a mean-field analysis method for nonlinear networks consisting of the Stuart-Landau oscillators 

with noise as a basic model for mathematical modelling of the dynamical spontaneous activity of the cortex. On the 

other hand, we discovered neural activity related to a logical thinking process using categorical information in 

neuroscience experiments using monkeys, and analyzed the mechanism of logical thinking in the brain by constructing 

its theoretical model. The results are expected to lead to a further understanding of higher cognitive functions in 

humans and to future applications in the development of artificial intelligence that enables logical thinking. Using the 



same data, a new theoretical model has also been constructed using machine learning methods from the perspective of 

dynamical systems to analyze the mechanism of information updating that takes place in the brain. 

 

Furthermore, as a part of the spatiotemporal pattern analysis of the brain, we focused on a neural network model of the 

inferior olive nucleus, which is rich in electrical synaptic connections, and showed that the strength of electrical 

synaptic connections controls spatiotemporal patterns such as synchronous and chaotic firing, and proposed recurrent 

neural networks for solving combinatorial optimization problems. 

 

Brain-type Mathematical Data Analysis of Large-Scale Data 

 

 First, for the construction of a next-generation AI, we proposed new AI prediction theory for predicting changes in 

various complex large-scale data, the 'autoreservoir computation' method, and developed a mathematical method for 

utilizing spatial information of numerous big data observed from real complex systems for the prediction of specific 

target variables. This 'autoreservoir computation' can be expected to improve prediction accuracy of diverse complex 

systems for which prediction is quite important (P.Chen et al., Nature Communications, 2020). Considering the 

spatiotemporal data analysis of the brain, a new data science based on nonlinear dynamics analysis was also proposed 

based on original ideas such as dynamical network biomarkers and autoreservoir neural networks, which advances the 

traditional data science that is dominated by statistical analysis (J. Shi, et al. National Science Review, 2021). 

 

A multi-step stochastic approximation method using Nesterov acceleration was also analyzed theoretically for the 

stochastic composite convex optimization problem. Convergence of the expected value of the function value in a 

candidate solution was proved, and the characterization of the probability tail of the function value was also explained. 

Such an algorithm could be useful for parameter estimation in energy-based models of the spatiotemporal dynamics of 

the neural systems (e.g. Ising and coupled oscillator models). 

Furthermore, research has been initiated on causal analysis in the framework of dynamical systems using mutual 

information as an indicator. This research could be useful for analyzing causality in neural activity and the importance 

of pathways and nodes in neural networks. 

These brain-type mathematical data analysis techniques for large-scale data have been applied to various fields, 

including genetic analysis, earthquake alerts and countermeasures against COVID-19 pandemic (Y.Tong et al.,.PNAS, 

2023). 

 

Neuro-Symbolic AI 

 

We have developed several search and inference methods to achieve fast end-to-end learning as a whole 

in neural networks that incorporate modules containing discrete operations (Neural Module Networks). 

This is a basic technology useful for incorporating and utilizing some kind of known structure and 



knowledge in neural networks in a top-down manner, and challenges the major theme of artificial 

intelligence; the fusion of induction and deduction. In this project, for example, it is expected to be applied 

to image recognition AI that incorporates knowledge of neurophysiology. 

First, we focused on the approach of relaxing a discrete search problem into a continuous problem. We 

addressed the problem of searching data augmentation policies in image recognition, and we succeeded 

in making the conventional data augmentation search method several hundred times faster by 

introducing differentiable search technique (Hataya et al., ECCV, 2020). By parameterizing image 

transformations and their selection operations and expressing them as continuous functions, 

hyperparameters can be adjusted using the standard back propagation method, resulting in a significant 

speedup. In (Hataya et al., ECCV, 2020), a proxy task using distribution matching was used, but further 

improvement in recognition accuracy was achieved by further increasing scalability and enabling 

learning that directly minimizes the validation error even on large datasets (Hataya et al., WACV 2022). 

We are also studying a more general approach that performs discrete search as is. While this approach 

requires searching for intermediate labels representing combinations of modules, we have developed a 

fast search method using an efficient graph representation. We applied the proposed technique to an 

visual  reasoning tasks and achieved highly accurate visual question answering (VQA) and graph 

reading (Wu et al., ACCV, 2020). Furthermore, the technique was applied not only to an image recognition 

task, but also to mathematical reasoning task in natural language processing, and achieved higher 

accuracy than existing methods (Wu et al., COLING 2022). 

 

Connecting External Knowledge to Neural Networks 

 

One of the major advantages of the neuro-symbolic AI described above is that external knowledge can 

be seamlessly connected. This can be a useful approach to quickly update AI knowledge in an open 

world, or to provide AI with common sense knowledge and control to ensure that it conforms to the 

norms of society. 

By connecting an external knowledge graph to a neural network (Transformer), we have proposed 

and realized the world's first anticipation captioning, which predicts and describes the future situation 

of given images (Vo et al., CVPR 2023). In this method, some seed concepts are first extracted from a 

given image sequence using object detection techniques, and then various related concepts are searched 

for by using the seed concepts as a starting point in a search over the external knowledge graph. This 

makes it possible to broaden the concept to include things that are not necessarily included in the given 

images, which can be useful for various future predictions. Similarly, by searching dictionary data 

consisting of images and text during inference, we have realized a zero-shot image captioning method 

that can also recognize unknown objects (Vo et al., CVPR 2022). These results are a forerunner of 

retrieval-augmented generation (RAG), which has been attracting attention in the field of generative 



AI in recent years. When performing RAG, pseudo-correlation within the retrieved information can 

have a negative impact. For this, we have extended (Vo et al., CVPR 2022) to further improve the image 

captioning performance of modern multimodal LLMs by adding a mechanism to reduce pseudo-

correlation (Li et al., CVPR 2024). 

 

Image Recognition Models and Methods 

 

We have conducted a number of studies aimed at improving fundamental performance in various 

aspects of image recognition, including accuracy, speed, and robustness. First, we considered 

convolutional neural networks, the most basic image recognition model, and proposed a high-speed 

architecture that performs convolutional operations in the frequency domain using discrete cosine 

variation (Xu et al., IJCNN 2021). We also developed an image recognition method that is robust against 

unknown noise during inference by performing learning-based quantization in image and feature space 

(Hataya et al., IJCNN 2022; Kishida et al., ICPR 2022). 

Furthermore, we developed a learning method that mitigates model bias caused by datasets (Li et al., 

ICCV 2023). Although there have been many studies on model bias, ours is the first attempt in the 

world to deal with the general case where both the content and number of biases are unknown, and 

this is achieved by appropriately ensembling a large number of bias-reduced models obtained by 

counterfactual learning. This method has the potential to contribute not only to model bias mitigation 

but also to various important issues in deep learning, such as improving explainability and resistance 

to shortcuts and adversarial noise. 

 

Image Generation Models and Methods 

 

We have also done many studies on image generation to improve the quality and practicality of 

generation. In particular, we have obtained many results on adversarial generative networks (GANs), 

one of the representative image generation models. First, we are systematically developing methods for 

training GANs from small amounts of data and incomplete data (Katsumata et al., ICASSP 2021; 

Katsumata et al., CVPR 2022; Katsumata et al., WACV 2024). Other techniques with broad applicability 

include enhancing the quality of image generation by improving discriminative networks and introducing 

intermediate distributions (Yang et al., Access 2022; Yang et al., WACV 2023), and compressing GAN 

models through pruning (Vo et al., WACV 2022). 

Furthermore, based on these basic technologies, we have developed a number of applications such as 

multilingual handwritten text generation (Jan et al., ACMMM 2021; Jan et al., ICDAR 2023), natural 

text removal from images (Jan et al., WACV 2020), story image sequence generation (Chen et al., EMNLP 

2022), and many other applications. 
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